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__________________________________ 

This paper examines the growing challenge of deepfakes, synthetic media created using artificial intelligence that can convincingly 

depict individuals saying or doing things they never did. Beginning with the emergence of deepfake technology in 2017, the paper 

traces its rapid evolution from crude early implementations to today's sophisticated systems capable of producing highly realistic 

synthetic content across multiple modalities, including video, audio, images, and text. The analysis explores the dual nature of 

deepfake technology, acknowledging legitimate applications in entertainment, education, and healthcare while focusing on its 

harmful uses in political manipulation, non-consensual intimate imagery, financial fraud, and identity theft. The paper examines 

the profound impacts of deepfakes on individual privacy, dignity, and psychological well-being, as well as broader societal effects, 

including the erosion of trust in authentic media and the creation of epistemic anomie. 

The legal landscape governing deepfakes is reviewed across multiple jurisdictions, revealing significant gaps in existing frameworks. 

The paper critically evaluates the role of social media platforms in deepfake dissemination, assessing their content moderation 

policies and the limitations of current safe harbour provisions. It identifies key challenges in regulation, including detection 

difficulties, jurisdictional issues, and the tension between privacy protection and freedom of expression. The paper concludes by 

advocating for a comprehensive approach that combines strengthened legal frameworks, modified platform liability regimes, 
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enhanced digital literacy initiatives, and continued technological development to address the multifaceted challenges posed by 

deepfake technology. 

Keywords: deepfakes, synthetic media, digital deception, platform accountability, privacy rights. 

 

INTRODUCTION 

Background of Digital Deception and Deepfakes: In 2019, a deepfake video featuring Facebook 

CEO Mark Zuckerberg circulated widely online, depicting him claiming to control billions of 

people’s data. This fabricated video highlighted the alarming potential of AI-generated media 

to manipulate perceptions. It spread misinformation, underscoring the urgent need for legal 

scrutiny and accountability of social media platforms in the proliferation of deepfake content.1 

Deepfakes, a portmanteau of deep learning and fake, are synthetic media where a person's 

likeness is replaced with someone else's using artificial intelligence techniques. First emerging 

in late 2017, deepfakes leverage deep neural networks and machine learning algorithms to 

analyse and synthesise facial movements, vocal patterns, and other biometric data to create 

compelling falsified content.2 Unlike conventional forms of digital manipulation, deepfakes are 

distinctive for their accessibility, scalability, and increasingly photorealistic quality. 

The technology behind deepfakes has its roots in generative adversarial networks (GANs), a 

class of machine learning systems invented by Ian Goodfellow and colleagues in 20143. GANs 

consist of two neural networks: a generator that creates fake images and a discriminator that 

evaluates them, competing against each other in a process that continually improves the realism 

 
1 Bernhard Warner, ‘A Fake Video of Mark Zuckerberg Saying He Controls “Billions of People’s Data” Is 
Circulating on Instagram’ (Fortune, 12 June 2019) <https://fortune.com/2019/06/12/deepfake-mark-
zuckerberg/> accessed 04 March 2025 
2 David Guera and Edward J Delp, ‘Deepfake Video Detection Using Recurrent Neural Networks’ (15th IEEE 
International Conference on Advanced Video and Signal Based Surveillance, 2018) 
3 Ian J. Goodfellow et al., ‘Generative Adversarial Nets’ in Z. Ghahramani et al. (eds), Advances in Neural 
Information Processing Systems (2014) 
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of the generated content. This technological foundation has enabled the creation of falsified 

media that can be virtually indistinguishable from authentic content to the untrained eye. 

The proliferation of digital deception technologies occurs within a broader ecosystem of 

misinformation and disinformation that has become increasingly sophisticated. Where 

traditional media manipulation requires considerable technical expertise, deepfakes have 

democratised the capacity to create convincing, falsified content, placing powerful, deceptive 

tools in the hands of state and non-state actors with varying motivations. This democratisation 

of deceptive capability represents a fundamental shift in the information landscape, challenging 

traditional notions of evidence and authenticity in digital communication. 

Rise of Deepfake Technology and Its Implications: Exponential improvements in quality and 

accessibility have marked the trajectory of deepfake technology. Early iterations were relatively 

crude, with visible artefacts and inconsistencies betraying their synthetic nature. However, 

contemporary deepfake algorithms have achieved remarkable fidelity, often rendering 

detection difficult even for specialised forensic tools. This rapid advancement has been 

facilitated by open-source software, publicly available datasets, and increasingly powerful 

consumer hardware, collectively lowering the barriers to deepfake creation. 

The implications of deepfake proliferation extend across multiple domains. In the political 

sphere, the potential for manufacturing false statements or actions by public figures threatens 

to exacerbate partisan divisions and undermine democratic processes. The 2020 Belgian political 

deepfake depicting President Trump delivering a fictional address on climate policy 

demonstrated how such content could be deployed for political manipulation, even when 

created for ostensibly educational purposes.4 

Beyond politics, deepfakes pose significant threats to personal privacy and dignity, particularly 

through non-consensual intimate imagery. Research indicates that approximately 98% of 

deepfake videos online are pornographic, with 99% of these targeting women without their 

 
4 Tom Van de Weghe, ‘Made in Flanders: One of the First Political Deepfakes’ VRT NWS (21 May 2018) 
<https://www.vrt.be/vrtnws/en/2018/05/21/made_in_flandersoneofthefirstpoliticaldeepfakes/> accessed 04 
March 2025 
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consent.5 These applications represent a profound violation of dignity and can result in lasting 

psychological, reputational, and professional harm to victims. 

Financial systems have also proven vulnerable to deepfake exploitation. Voice-cloning 

technology has enabled sophisticated fraud, exemplified by the 2019 case where criminals used 

AI-generated audio to impersonate a CEO's voice, successfully directing a subordinate to 

transfer $243,000 to a fraudulent account.6 Such incidents highlight how deepfakes threaten not 

only informational integrity but also financial security. 

Perhaps most concerning is the potential for deepfakes to undermine public trust in authentic 

media, what scholars have termed the liar's dividend. As awareness of deepfakes grows, so does 

scepticism toward genuine content, creating an environment where factual evidence can be 

dismissed as artificial. This erosion of epistemic trust represents a fundamental challenge to 

shared reality and evidence-based discourse. 

Importance of Legal Accountability in the Digital Age: The rapid advancement and 

widespread deployment of deepfake technology have outpaced legal and regulatory 

frameworks, creating substantive governance gaps. Traditional legal concepts of defamation, 

privacy, and intellectual property rights were not designed to address the unique challenges 

posed by algorithmically generated synthetic media. This disconnect between technological 

reality and legal architecture necessitates a comprehensive reassessment of how legal 

accountability functions in digital spaces. 

Legal accountability for deepfakes is complicated by several factors inherent to the digital 

ecosystem. The transnational nature of internet communications means that content created in 

one jurisdiction may cause harm in another, raising complex questions of applicable law and 

enforcement capacity. Additionally, deepfake technology's automated, scalable nature enables 

 
5 Catherine Stupp, ‘Fraudsters Used AI to Mimic CEO's Voice in Unusual Cybercrime Case’ Wall Street Journal (30 
August 2019) <https://www.wsj.com/articles/fraudsters-use-ai-to-mimic-ceos-voice-in-unusual-cybercrime-
case-11567157402> accessed 04 March 2025 
6 Ibid 
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harm at unprecedented speed and scope, challenging traditional remedial approaches that focus 

on individual instances of wrongdoing. 

Social media platforms occupy a uniquely influential position in this landscape. As the primary 

vectors for deepfake dissemination, these platforms function as gatekeepers and synthetic media 

amplifiers. Their content moderation policies, algorithmic recommendation systems, and 

detection capabilities substantially determine the reach and impact of deepfakes.7 Consequently, 

any comprehensive approach to deepfake governance must address the role and responsibilities 

of these intermediaries. 

Current legal regimes governing platform liability vary significantly across jurisdictions. The 

United States has traditionally offered robust immunities to platforms through Section 230 of 

the Communications Decency Act. At the same time, the European Union has moved toward 

greater platform accountability through the Digital Services Act.8 These divergent approaches 

reflect different prioritizations of speech protection versus harm prevention, creating an 

inconsistent global landscape for deepfake regulation. 

The inadequacy of technological solutions alone underscores the importance of establishing 

clearer legal accountability frameworks. While detection algorithms continue to improve, they 

remain locked in an evolutionary arms race with deepfake creation technologies, suggesting that 

technical measures will never fully resolve the challenges posed by synthetic media. Legal 

frameworks provide normative standards and remedial mechanisms that complement technical 

approaches to managing deepfake harms. 

UNDERSTANDING DEEPFAKE TECHNOLOGY 

Definition and Evolution of Deepfakes: Deepfakes represent a sophisticated form of synthetic 

media where artificial intelligence algorithms are employed to replace or manipulate 

individuals' facial features, bodily movements, or vocal characteristics in existing images or 

 
7 Evelyn Douek, ‘Governing Online Speech: From “Posts-As-Trumps” To Proportionality And Probability’ (2020) 
121(3) Columbia Law Review <https://www.columbialawreview.org/content/governing-online-speech-from-
posts-as-trumps-to-proportionality-and-probability/> accessed 04 March 2025 
8 Giancarlo F Frosio, ‘Reforming Intermediary Liability in the Platform Economy: A European Digital Single 
Market Strategy’ (2017) 112 Northwestern University Law Review 
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videos, creating fabricated yet compelling content. The term deepfake, a portmanteau of deep 

learning and fake, emerged in 2017 when a Reddit user under the pseudonym deepfakes began 

sharing algorithmically generated videos that superimposed celebrities' faces onto 

pornographic content.9 This nomenclature reflects the technology's foundational reliance on 

deep learning, a subset of machine learning characterised by neural networks with multiple 

layers that progressively extract higher-level features from raw input. 

The evolution of deepfake technology can be traced through several distinct developmental 

phases. The conceptual foundations were established in academic research on generative 

models, particularly with the introduction of generative adversarial networks (GANs) by Ian 

Goodfellow and colleagues at the University of Montreal in 201410. This innovative approach 

pitted two neural networks against each other, a generator creating synthetic samples and a 

discriminator attempting to distinguish real from fake, resulting in a competitive process that 

dramatically improved generated content's realism through iterative refinement. 

The early implementation phase (2017-2018) saw the transition of these techniques from 

academic research to public applications, initially through amateur implementations in the Fake 

App software that simplified the previously complex process of face-swapping11. This period 

was characterised by relatively crude outputs with noticeable artefacts such as inconsistent 

lighting, unnatural blending at face boundaries, and limited ability to maintain consistent 

identity across different facial expressions and angles. Despite these limitations, the technology 

demonstrated sufficient verisimilitude to raise significant concerns regarding potential misuse. 

The refinement phase (2019-2021) witnessed substantial improvements in deepfake quality 

through algorithmic innovations such as introducing Variational Autoencoders (VAEs), Style 

GAN architectures, and attention mechanisms.12. These advances addressed many previously 

 
9 Samantha Cole, ‘AI-Assisted Fake Porn Is Here and We're All Fucked’ (Motherboard, 11 December 2017) 
<https://motherboard.vice.com/en_us/article/gydydm/gal-gadot-fake-ai-porn> accessed 04 March 2025 
10 Goodfellow (n 3) 
11 Kevin Roose, ‘Here Come the Fake Videos, Too’ The New York Times (04 March 2018) 
https://www.nytimes.com/2018/03/04/technology/fake-videos-deepfakes.html> accessed 04 March 2025 
12 Tero Karras et al., ‘A Style-Based Generator Architecture for Generative Adversarial Networks’ (Proceedings of 
the IEEE/CVF Conference on Computer Vision and Pattern Recognition 2019) 
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observable flaws, enabling more convincing handling of complex facial expressions, improved 

temporal consistency in videos, and better preservation of lighting conditions. Commercial 

applications began to emerge during this period, including entertainment-focused face-

swapping applications and voice synthesis tools, increasing both the accessibility and 

sophistication of deepfake creation. 

The current advanced phase (2022-present) has been marked by integrating diffusion models 

alongside GANs, notably with emerging technologies like Stable Diffusion and improvements 

to existing frameworks. Contemporary deepfakes have achieved unprecedented levels of 

photorealism, with state-of-the-art systems capable of generating content that can fool human 

observers and algorithmic detection methods. The computational requirements for creating 

high-quality deepfakes have simultaneously decreased, with consumer-grade hardware now 

sufficient for generating convincing synthetic media, thereby substantially lowering barriers to 

creation. 

This evolutionary trajectory reflects both the remarkable pace of advancement in artificial 

intelligence and the increasingly complex challenges posed by legal frameworks that govern 

such technology. As deepfakes have progressed from academic curiosities to widely accessible 

tools with commercial applications, the gap between technological capability and regulatory 

response has widened considerably. 

Types of Deepfakes (Audio, Video, Image, Text): Deepfake technology encompasses diverse 

synthetic media types, each with distinct technical characteristics, applications, and regulatory 

challenges. Understanding this typology is essential for developing appropriately tailored legal 

frameworks that address each format's specific harms and risks. 

Video deepfakes represent the most widely recognised category, typically replacing an 

individual's face with another's while maintaining the original body movements and scene 

context. These manipulations range from crude face-swapping to sophisticated full-head models 

synthesising consistent movement, expressions, and lighting. Advanced video deepfakes 

incorporate realistic details such as natural blinking patterns, appropriate shadow casting, and 

seamless boundary blending. The temporal dimension of video deepfakes presents unique 
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challenges for detection, as inconsistencies may appear only briefly across frames or in transition 

moments between expressions.13 From a legal perspective, video deepfakes raise particularly 

acute concerns regarding reputation damage, electoral interference, and non-consensual 

intimate imagery. 

Audio deepfakes, voice cloning, or synthetic speech reproduce an individual's vocal 

characteristics with sufficient fidelity to deceive listeners14. Contemporary neural voice 

synthesis systems require relatively modest amounts of training data, in some cases as little as 

a few minutes of recorded speech, to generate convincing imitations that capture not only 

timbral qualities but also distinctive speech patterns, accents, and emotional expressions. The 

accessibility of these technologies has enabled sophisticated voice fraud, including documented 

cases where synthesised executive voices have been used to authorise fraudulent financial 

transactions15. The evidentiary challenges posed by audio deepfakes are significant, particularly 

as voice authentication gains prominence in security systems. 

Image deepfakes include face-swapped photographs and entirely synthetic images of non-

existent individuals generated through techniques such as Style GAN. While lacking the 

temporal dimension of video deepfakes, synthetic images benefit from higher resolution and 

greater attention to detail, often making them more immediately convincing in static contexts. 

The generation of entirely fictional but photographically realistic individuals, so-called fully 

synthetic media, presents novel regulatory challenges, as such content may not violate the 

personality rights of any specific person, yet still contribute to misinformation when presented 

as authentic.16 

Text deepfakes represent an emerging frontier, where advanced language models generate 

written content that mimics specific individuals' communication styles, linguistic patterns, and 

topical focuses. While not traditionally categorised as deepfakes, these synthetic texts share 

 
13 Yuezun Li and Siwei Lyu, ‘Exposing Deep Fake Videos By Detecting Face Warping Artifacts’ (IEEE Conference 
on Computer Vision and Pattern Recognition Workshops 2019) 
14 Arsha Nagrani et al., ‘Disentangled Speech Embeddings Using Cross-Modal Self-Supervision’ (IEEE 
International Conference on Acoustics, Speech and Signal Processing (ICASSP) 2020) 
15 Stupp (n 5) 
16 Karras (n 12) 
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fundamental characteristics with other AI-generated impersonation content. The potential for 

automated generation of convincing emails, social media posts, or articles attributed to specific 

individuals presents significant challenges for authentication and verification. Unlike audio and 

visual deepfakes, text-based impersonation benefits from lower technical barriers to the creation 

and fewer noticeable artefacts, potentially making detection more difficult. 

Multimodal deepfakes, combining two or more synthetic elements (typically synchronised 

audio and video), represent the most sophisticated and potentially convincing form of artificial 

media. These integrated manipulations create coherent sensory experiences that exploit the 

human tendency to perceive audio-visual congruence as an indicator of authenticity. The 

technical complexity of generating consistent cross-modal deepfakes has historically limited 

their prevalence, but recent advances in unified multimodal AI architectures suggest this barrier 

is rapidly diminishing.17 

The diversity of deepfake types necessitates legal frameworks that address both the shared 

characteristics of synthetic media and the unique risks posed by each format. While video 

deepfakes have attracted the most regulatory attention to date, comprehensive governance 

requires attention to the full spectrum of synthetic media technologies and their evolving 

capabilities. 

Potential Uses and Misuses of Deepfakes: Deepfake technology presents a complex duality: 

while offering significant benefits across multiple domains, it simultaneously enables novel 

forms of harm that challenge existing legal and social frameworks. A nuanced understanding of 

legitimate applications and potential misuses is essential for developing proportionate 

regulatory responses that mitigate harms without unnecessarily constraining beneficial 

innovation. 

Legitimate applications of deepfake technology span entertainment, education, healthcare, and 

accessibility domains. In the entertainment industry, synthetic media technologies enable novel 

creative expressions, including the posthumous appearance of actors in film productions, age 

 
17 Justus Thies et al., ‘Neural Voice Puppetry: Audio-driven Facial Re-enactment’ (Cornell University, 11 December 
2020) <https://arxiv.org/abs/1912.05566> accessed 04 March 2025 
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manipulation for narrative purposes, and voice synthesis for dubbing international content. 

Projects such as the 2019 Salvador Dalí exhibition at the Dalí Museum in Florida, which used 

deepfake technology to create an interactive recreation of the artist, demonstrate the cultural 

and educational potential of such applications. Similarly, synthetic voice generation in 

healthcare contexts offers promising restorative capabilities for individuals who have lost their 

ability to speak, preserving their vocal identity rather than adopting generic synthesised voices. 

Commercial applications include personalised advertising where consumer permission enables 

the creation of customised marketing content, virtual try-on services for fashion and cosmetics, 

and enhanced telepresence systems that maintain eye contact and engagement in video 

communications. These applications typically operate with explicit consent and transparent 

disclosure regarding synthetic content, establishing important norms for ethical deployment. 

However, the potential for malicious applications presents significant legal and societal 

challenges. Political misuse represents a primary concern, where deepfakes may be deployed to 

simulate public figures making inflammatory statements, engaging in compromising behaviour, 

or endorsing particular viewpoints.18 The potential impact on democratic processes is 

substantial, particularly given research suggesting that corrections rarely fully counteract the 

influence of misinformation. Though quickly identified as falsified, the 2019 deepfake of 

Ukrainian President Volodymyr Zelensky surrendering to Russian forces demonstrated the 

potential for such content to create momentary confusion in high-stakes geopolitical contexts. 

Identity theft represents an evolving threat, where deepfakes may be used to bypass biometric 

authentication systems or create convincing false documentation. The potential for synthetic 

media to undermine identity verification processes has significant implications for remote 

onboarding procedures in financial services, government benefits distribution, and immigration 

systems. 

 
18 Robert Chesney and Danielle Keats Citron, ‘Deep Fakes: A Looming Challenge for Privacy, Democracy, and 
National Security’ (2019) 107 California Law Review 1753 
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Perhaps most concerningly, deepfakes contribute to a broader epistemic challenge characterised 

by the erosion of trust in authentic media, what scholars have termed the liar's dividend.19 As 

public awareness of deepfake capabilities grows, so does scepticism toward genuine content, 

creating an environment where factual evidence can be dismissed as synthetic. This 

consequence extends beyond specific instances of deepfakes to undermine the evidentiary 

foundation of shared discourse, presenting fundamental challenges for legal systems predicated 

on reliable evidentiary standards. 

The dual-use nature of deepfake technology complicates regulatory responses, necessitating 

frameworks that differentiate between legitimate applications and harmful misuses while 

establishing appropriate boundaries of consent, disclosure, and platform responsibility. 

Comprehensive governance approaches must balance innovation protection with harm 

prevention, recognising both the transformative potential and significant risks of synthetic 

media technologies. 

THE IMPACT OF DEEPFAKES ON SOCIETY 

Threat to Individual Privacy and Dignity: Deepfake technology represents an unprecedented 

challenge to individual privacy and dignity, fundamentally altering the relationship between 

personal likeness and autonomy. Unlike traditional privacy violations that typically involve the 

disclosure of existing personal information, deepfakes enable the fabrication of entirely new 

content featuring an individual's likeness, voice, or identity, effectively commandeering their 

digital personhood without consent. This technological capability creates novel forms of privacy 

invasion that existing legal frameworks struggle to adequately address. 

The non-consensual creation of synthetic pornography constitutes the most prevalent and 

immediately harmful application of deepfake technology to date. Research by cybersecurity 

firm Deep Trace found that approximately 98% of all deepfake videos online in 2019 were 

pornographic, with virtually all targeting women without their consent. Prominent figures, 

including celebrities, journalists, politicians, and social media personalities, have been 

disproportionately targeted, though advances in technology have increasingly enabled the 

 
19 Chesney (n 18)  
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targeting of non-public individuals as well. This form of sexual objectification represents a 

profound violation of dignity and autonomy, with victims experiencing psychological distress 

comparable to that of physical sexual assault victims. 

The psychological impact of having one's likeness appropriated for fabricated content extends 

beyond the direct victims to affect broader behavioural patterns. Research indicates that 

awareness of deepfake capabilities has begun to alter how individuals, particularly women and 

public figures, present themselves online, creating what scholars have termed anticipatory 

conformity, where individuals self-censor or withdraw from public discourse to avoid potential 

synthetic manipulation of their likeness. This chilling effect represents a significant constraint 

on expressive freedom and participatory democracy. 

From a legal perspective, deepfakes challenge traditional privacy frameworks that rely on 

binary distinctions between public and private information. A public figure's facial features, 

having been voluntarily exposed through public appearances, might traditionally fall outside 

privacy protection under doctrines such as the public disclosure of private facts tort in American 

jurisprudence.20 However, the synthetic recombination of these features to create falsified but 

visually authentic content fundamentally changes the nature of what is being disclosed, 

suggesting the need for reconceptualised privacy protections that address manipulated rather 

than merely disclosed information. 

The dignitary harms inflicted by deepfakes extend beyond privacy violations to implicate 

broader personality rights, including the right to control one's public image and representation. 

While some jurisdictions recognise rights of publicity or personality rights that might provide 

partial remedies, the global inconsistency in these protections creates significant gaps in legal 

coverage. European frameworks, particularly Article 8 of the European Convention on Human 

Rights and the right to be forgotten under the GDPR, offer potentially more robust protections 

against dignitary harms than American approaches that prioritise speech protections. 

 
20 William L Prosser, ‘Privacy’ (1960) 48(3) California Law Review <https://www.jstor.org/stable/3478805> 
accessed 05 March 2025 
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The scale and persistence of deepfake content present additional challenges to individual 

dignity. The viral potential of synthetic media, combined with the practical impossibility of 

completely removing content from the internet, means that dignitary harms may persist 

indefinitely. This temporal dimension distinguishes deepfake harms from many traditional 

privacy violations, which may be remediated through content removal or corrections. The 

persistence of these harms necessitates consideration of both preventative measures and 

ongoing support for victims beyond immediate content removal. 

Moreover, deepfakes create asymmetric power dynamics between creators and subjects. The 

technical expertise and resources required to create convincing deepfakes, though diminishing, 

remain disproportionately accessible to those with technical knowledge or financial resources, 

while defence mechanisms remain limited for potential victims. This asymmetry highlights the 

importance of legal frameworks that address not only content removal but also deterrence and 

platform responsibility. 

Cyberbullying and Online Harassment: Deepfake technology has significantly expanded the 

weaponry available for targeted online harassment and cyberbullying, enabling novel forms of 

abuse that combine the persuasive power of audio, visual evidence with personalised targeting. 

Unlike traditional forms of online harassment that typically involve textual threats or authentic 

but embarrassing images, deepfakes enable the fabrication of highly convincing content 

depicting the target engaged in embarrassing, illegal, or socially stigmatised activities that never 

occurred. This capability substantially increases the potential psychological and reputational 

damage inflicted on victims. 

Educational environments have emerged as particularly concerning contexts for deepfake-

facilitated harassment. Reports of synthetic media targeting students and educators have 

increased substantially, with notable cases including falsified pornographic images of high 

school students circulated among peers.21 These incidents demonstrate how deepfake 

technology can amplify existing patterns of bullying and sexual harassment, particularly 

targeting vulnerable populations, including young women, LGBTQ+ individuals, and racial 

 
21 Aviva Twersky Glasner, ‘Deepfakes and Cyberbullying in Schools: Current Challenges and Solutions’ (2023) 28 
Journal of School Violence 211 
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minorities. The educational setting intensifies these harms due to the dense social networks and 

frequent face-to-face interactions that characterise school environments, leaving victims with 

limited escape from the social consequences of falsified content. 

Workplace harassment utilising deepfakes represents another emerging domain of concern, 

with significant implications for professional reputation, career advancement, and workplace 

safety. Documented cases include falsified videos or images depicting employees engaged in 

inappropriate workplace behaviour, expressing discriminatory views, or violating professional 

standards.22 These applications create novel challenges for employment law and workplace 

harassment policies, particularly regarding employer responsibilities to address synthetic media 

targeting employees and liability questions surrounding the circulation of such content within 

professional contexts. 

The deepfake harassment landscape is characterised by significant demographic disparities in 

victimisation patterns. Research indicates that women are disproportionately targeted for 

sexually explicit deepfakes, while racial and ethnic minorities face higher rates of deepfakes 

depicting illegal or stigmatised behaviours.23 These patterns reflect and amplify existing social 

inequalities, with marginalised populations experiencing both higher rates of victimisation and 

greater difficulty accessing effective remedies. This demographic skew underscores the 

importance of considering equity implications in developing legal responses to deepfake 

harassment. 

The psychological impact of deepfake-facilitated harassment extends beyond traditional 

cyberbullying effects. Victims report profound violations of autonomy and identity integrity 

when confronted with synthetic media depicting them in fabricated scenarios, describing 

experiences of digital identity theft that compromise their sense of self.24 Clinical research has 

documented symptoms including anxiety, depression, post-traumatic stress, and suicidal 

 
22 Amanda Ballantyne, ‘Workplace Harassment in the Age of Deepfakes: Legal Frameworks and Employer 
Responsibility’ (2022) 43 Berkeley Journal of Employment and Labour Law 95 
23 Suzan M Pritchard, ‘Demographic Disparities in Deepfake Victimization: Analysis of Reported Incidents’ (2023) 
21 International Journal of Cybersecurity and Digital Forensics 78 
24 Emma A Jane, ‘Online Misogyny and Feminist Vigilantism’ (2016) 30 Continuum: Journal of Media & Cultural 
Studies 284 
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ideation among victims of severe synthetic media harassment, particularly when content is 

sexually explicit or violently themed.25 These psychological harms often persist even after 

content removal due to uncertainty regarding continued circulation and the inability to 

definitively disprove synthetic depictions. 

Legal remedies for deepfake harassment face significant practical and conceptual barriers. 

Traditional anti-harassment and anti-bullying statutes often rely on concepts of truth and falsity 

that become complicated in synthetic media contexts where content technically depicts the 

victim's authentic likeness, albeit in fabricated scenarios. Jurisdictional challenges further 

complicate legal responses, as content created in one location may be hosted on servers in 

another and viewed globally, creating complex questions of applicable law and enforcement 

capacity. Additionally, the technical sophistication required to definitively identify deepfakes 

as synthetic may exceed the resources available to many victims and even to local law 

enforcement agencies, creating practical barriers to legal remediation. 

Platform governance approaches to deepfake harassment have evolved unevenly, with major 

platforms implementing varied policies regarding synthetic media. While some platforms have 

adopted explicit prohibitions on non-consensual synthetic media, enforcement mechanisms 

remain inconsistent and often reactive rather than preventative. Content moderation systems 

face substantial challenges in automatically detecting deepfakes at scale, particularly as 

generation technology continues to advance. These limitations highlight the importance of 

developing more sophisticated detection tools and establishing clearer legal frameworks for 

platform responsibility regarding synthetic harassment content. 

Psychological and Social Ramifications: The proliferation of deepfake technology has 

profound implications for psychological processes and social dynamics, extending far beyond 

the immediate harms inflicted on specific victims. At the psychological level, exposure to 

deepfakes or even awareness of their potential existence influences fundamental cognitive 

processes involved in media perception and evidence evaluation. Research in cognitive 

psychology demonstrates that individuals typically apply less rigorous scrutiny to audiovisual 

 
25 Mary Anne Franks, ‘Sexual Harassment 2.0’ (2012) 71 Maryland Law Review 655 
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content than to textual information, a phenomenon termed the seeing is believing heuristic. 

Deepfakes exploit this cognitive tendency, creating mismatches between perceived and actual 

reliability of visual evidence. 

Repeated exposure to deepfakes or discussions of their prevalence can trigger what 

psychologists have termed informational anomie, a state of uncertainty about the reliability of 

previously trusted information sources. This epistemic confusion can lead to maladaptive 

cognitive responses, including general media scepticism (rejecting all sources as potentially 

falsified), motivated reasoning (accepting only content that confirms prior beliefs regardless of 

authenticity signals), or complete disengagement from information ecosystems. These responses 

represent significant threats to individual psychological well-being and collective sense-making 

capabilities. 

At the interpersonal level, deepfakes challenge fundamental social trust mechanisms that rely 

on seemingly unambiguous sensory evidence. Human communication and relationship 

formation depend significantly on face-to-face interaction, where visual and auditory cues 

traditionally provide reliable indicators of identity and emotional state. The potential for 

synthetic manipulation of these cues creates novel uncertainties in interpersonal contexts, 

potentially exacerbating existing trends toward social atomization and trust decline observed in 

many contemporary societies. This dynamic is particularly concerning in remote 

communication contexts, where verification through physical presence is unavailable. 

Social cohesion faces particular challenges from what researchers have termed evidence 

fracturing, the development of competing evidentiary standards between social groups.  In 

polarised information environments, deepfakes and their potential existence can accelerate 

divergence in reality perception between groups, with some communities accepting evidence 

that others reject as falsified, creating fundamental barriers to shared factual understanding. 

This process undermines the evidential foundation necessary for collective decision-making and 

democratic deliberation. 

Research on deepfake perception reveals troubling patterns regarding disparities in credibility 

assessment. Studies indicate that identical synthetic content receives different credibility 
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evaluations based on characteristics of the depicted individual, with women and racial 

minorities more likely to have authentic content dismissed as potentially synthetic.26 These 

disparities threaten to amplify existing inequalities in whose experiences and testimony are 

considered credible in social and institutional contexts, with particular implications for justice 

systems that rely on witness testimony and documentary evidence. 

Social institutions tasked with maintaining shared reality face increasing challenges in the 

deepfake era. Educational systems must adapt to prepare students for information 

environments where visual evidence requires sophisticated verification rather than simple 

acceptance. Similarly, justice systems must reconsider evidentiary standards and procedures 

that were developed in contexts where audiovisual evidence was presumptively reliable. These 

institutional adaptations require not only technical solutions but also conceptual reimagining of 

how shared knowledge is established and maintained in synthetic media environments. 

The temporal dimension of deepfake impacts creates additional psychological challenges. 

Unlike many technologies whose effects become predictable through familiarity, deepfake 

capabilities continue to evolve rapidly, creating ongoing uncertainty about future verification 

challenges. This technological uncertainty interacts with psychological reactivity to create what 

futurists have termed authenticity vertigo, a persistent state of epistemic unease regarding the 

reliability of sensory information. Managing this psychological burden without retreating into 

unwarranted scepticism or naïve acceptance represents a significant individual and collective 

challenge. 

From a therapeutic perspective, mental health professionals report increasing cases of what 

some have termed reality anxiety, persistent concern about the authenticity of digital 

interactions and information. While awareness of potential manipulation is adaptive to a degree, 

excessive vigilance can manifest as paranoia or obsessive checking behaviours that significantly 

impair functioning. Therapeutic approaches to these emerging conditions remain in early 

 
26 Joseph B Walther, ‘Interpersonal Effects in Computer-Mediated Interaction: A Relational Perspective’ (1992) 
19(1) Communication Research <https://doi.org/10.1177/009365092019001003> accessed 05 March 2025 
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developmental stages, highlighting the importance of psychological research specifically 

addressing synthetic media impacts. 

Importantly, psychological and social impacts of deepfakes vary significantly across 

demographic and cultural contexts. Research indicates that individuals with higher digital 

literacy, greater access to diverse information sources, and stronger critical thinking skills 

demonstrate greater resilience to deepfake manipulation. These disparities highlight the 

importance of addressing digital literacy gaps as a component of comprehensive responses to 

synthetic media challenges. Similarly, cross-cultural research suggests varying impacts based 

on cultural factors, including trust in institutions, collectivist versus individualist orientations, 

and historical experiences with state propaganda or censorship. 

Moving forward, addressing the psychological and social ramifications of deepfakes requires 

multidisciplinary approaches that combine technical solutions with psychological interventions 

and social adaptations. Education systems, mental health services, and community 

organisations represent essential components of resilience-building strategies that extend 

beyond legal and platform governance approaches. Understanding and mitigating these 

broader impacts is essential for maintaining both individual well-being and social cohesion in 

increasingly synthetic media environments. 

LEGAL FRAMEWORK GOVERNING DIGITAL DECEPTION 

International Legal Perspectives on Deepfakes: The international legal landscape addressing 

deepfakes remains fragmented, with no comprehensive treaty or convention specifically 

targeting this emerging phenomenon. However, several international legal instruments provide 

relevant frameworks that may be applicable. The Universal Declaration of Human Rights 

(UDHR) and the International Covenant on Civil and Political Rights (ICCPR) protect the right 

to privacy and reputation, which deepfakes frequently violate27. Article 17 of the ICCPR 

 
27 Universal Declaration of Human Rights 1948, art 12; International Covenant on Civil and Political Rights 1976, 
art 17 
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explicitly prohibits arbitrary or unlawful interference with privacy, family, home or 

correspondence, and unlawful attacks on honour and reputation. 

International intellectual property frameworks, including the WIPO Copyright Treaty and the 

Agreement on Trade-Related Aspects of Intellectual Property Rights (TRIPS), offer potential 

avenues for addressing unauthorised use of a person's likeness in deepfakes.28 These 

frameworks, however, were not designed with AI-generated content in mind, creating 

significant gaps in protection. 

The Budapest Convention on Cybercrime represents the first international treaty addressing 

crimes committed via the internet, potentially covering certain malicious uses of deepfakes, 

though it does not explicitly mention them.29 The convention's focus on computer fraud and 

forgery could theoretically extend to deepfake content when used for fraudulent purposes. 

Existing Legal Provisions in India: India currently lacks specific legislation directly addressing 

deepfakes, but several existing legal provisions can be applied to combat digital deception. The 

Information Technology Act, 2000 (IT Act) provides the primary legislative framework 

governing digital content and cybercrimes in India.30 Section 66D of the IT Act criminalises 

cheating by personation using computer resources, which could apply to certain deepfake 

scenarios.31 Section 67 prohibits publishing or transmitting obscene material in electronic form, 

potentially covering sexually explicit deepfakes.32 

The Indian Penal Code (IPC) contains provisions that may apply to deepfakes, including Section 

499 (defamation), Section 503 (criminal intimidation), and Section 509 (word, gesture, or act 

intended to insult the modesty of a woman)33. Moreover, the Copyright Act, 1957, may provide 

remedies against unauthorised use of original content to create deepfakes.34 

 
28 WIPO Copyright Treaty 2002 
29 Convention on Cybercrime 2004 
30 Information Technology Act 2000 
31 Information Technology Act 2000, s 66D 
32 Information Technology Act 2000, s 67 
33 Indian Penal Code 1860, ss 499, 503, 509 
34 Copyright Act 1957 
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In 2021, the Information Technology (Intermediary Guidelines and Digital Media Ethics Code) 

Rules were introduced, imposing due diligence requirements on social media intermediaries to 

prevent the hosting of prohibited content.35 These rules mandate that platforms remove content 

that impersonates another person within 24 hours of receiving a complaint, which could apply 

to deepfakes. 

Key Judicial Precedents on Digital Privacy and Misinformation: The Indian judiciary has 

established important precedents relevant to deepfakes through several landmark judgments. 

In Justice K.S. Puttaswamy v Union of India (2017), the Supreme Court recognised the right to 

privacy as a fundamental right under the Indian Constitution.36 This judgment established that 

informational privacy, including control over one's data and image, is constitutionally 

protected, creating potential grounds for challenging deepfakes that violate privacy. 

In Shreya Singhal v Union of India (2015), the Supreme Court struck down Section 66A of the 

IT Act for being unconstitutionally vague and overbroad in restricting online speech.37 This 

judgment emphasised the need for clear, narrowly tailored laws regulating online content, 

which has implications for any potential deepfake-specific legislation. 

The Delhi High Court's decision in Christian Louboutin SAS v Nakul Bajaj (2018) clarified the 

liability of intermediaries for infringing content, distinguishing between active and passive 

intermediaries.38 This distinction is particularly relevant when considering social media 

platforms' responsibility for deepfake content. 

COMPARATIVE ANALYSIS: U.S., EU, AND OTHER JURISDICTIONS 

United States: The U.S. approach to deepfakes has been primarily state-driven, with several 

states enacting targeted legislation. California's AB 730 (2019) prohibits the distribution of 

materially deceptive audio or visual media of a candidate within 60 days of an election.39 

 
35 Information Technology (Intermediary Guidelines and Digital Media Ethics Code) Rules 2021 
36 Justice K.S. Puttaswamy v Union of India (2017) 10 SCC 1 
37 Shreya Singhal v Union of India AIR 2015 SC 1523 
38 Christian Louboutin SAS v Nakul Bajaj AIR 2018 Del 1962 
39 Assembly Bill No 730, 2019-2020 Reg Sess (Cal 2019) 
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Virginia and Texas have criminalised the distribution of non-consensual deepfake 

pornography.40 At the federal level, the Malicious Deep Fake Prohibition Act and the DEEP 

FAKES Accountability Act have been proposed but not enacted41. 

Section 230 of the Communications Decency Act provides broad immunity to online platforms 

for third-party content, significantly limiting platform liability for deepfakes posted by users.42 

However, this immunity has increasingly come under scrutiny, with calls for reform to address 

contemporary digital challenges like deepfakes. 

European Union: The EU has taken a more comprehensive approach through its Digital Services 

Act (DSA), which establishes a framework for platform accountability, including provisions 

relevant to deepfakes.43 The DSA imposes greater obligations on very large online platforms to 

assess and mitigate systemic risks, including the spread of disinformation through manipulated 

content. 

The General Data Protection Regulation (GDPR) provides indirect protection against deepfakes 

by regulating the processing of personal data, including biometric data used to create such 

content.44 Article 22 of the GDPR grants individuals the right not to be subject to automated 

decision-making, which could be relevant to the algorithmic creation and distribution of 

deepfakes. The EU has also introduced the AI Act, the world's first comprehensive AI 

regulation, which classifies AI systems creating deepfakes as limited risk systems requiring 

transparency obligations.45 

Other Jurisdictions: China has implemented some of the strictest regulations globally, requiring 

that all deepfakes and synthetic media be labelled and traceable to their source. The Cyberspace 

Administration of China's regulations hold both creators and platforms accountable for 

deepfake content.  

 
40 Code of Virginia 2019 
41 Malicious Deep Fake Prohibition Act 2018, s 3805 
42 Communications Decency Act 1996 
43 Regulation (EU) 2022/2065 of The European Parliament and of The Council 2022 
44 Regulation (EU) 2016/679 of the European Parliament and of the Council 2016 
45 Ibid 
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South Korea amended its Information and Communications Network Act to criminalise the 

distribution of deepfake pornography, imposing penalties of up to 5 years imprisonment.46 

Australia has applied existing laws on defamation, fraud, and harassment to deepfakes while 

considering specific legislative responses through its Online Safety Act.47 

ACCOUNTABILITY OF SOCIAL MEDIA PLATFORMS 

Role of Social Media in Disseminating Deepfake Content: Social media platforms have 

emerged as the primary vectors for the dissemination of deepfake content, significantly 

amplifying both their reach and potential harm. These platforms provide ideal conditions for 

deepfakes to spread rapidly through their algorithmic content recommendation systems, which 

often prioritise engagement over veracity. Research indicates that manipulated content receives 

considerably more engagement than authentic content, creating perverse incentives that 

algorithmically promote deepfakes across user networks.48 

Facebook, YouTube, Twitter (now X), Instagram, and TikTok have all confronted deepfake 

proliferation on their platforms. The scale is substantial; a 2023 study by Sensify AI identified 

over 90,000 deepfake videos online, with approximately 98% being non-consensual 

pornographic content. These statistics likely represent only a fraction of the actual volume due 

to private sharing and swift content removal. 

Social media platforms serve multiple roles in the deepfake ecosystem: they provide the 

technological infrastructure for sharing, the audience for viewing, and increasingly, through 

features like filters and effects, simplified tools that can be used to create rudimentary synthetic 

media.  This integration throughout the deepfake lifecycle raises profound questions about 

platform responsibility. 

 
46 Promotion of Information and Communications Network Utilization and Information Protection Act 2020 
47 Online Safety Act 2021 
48 Soroush Vosoughi et al., ‘The Spread of True and False News Online’ (2018) 359(6380) Science 1146, 1148-1150 
<https://doi.org/10.1126/science.aap9559> accessed 05 March 2025 
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Content Moderation Policies and Their Effectiveness: Major social media platforms have 

implemented varied approaches to deepfake content moderation, with uneven results. 

Facebook's policy distinguishes between manipulated media that mislead and content created 

for satire or parody. Twitter (X) labels synthetic or manipulated media that could cause harm, 

while TikTok prohibits digital forgeries that mislead users about political processes. YouTube 

prohibits technically manipulated content that may pose a serious risk of egregious harm. 

These policies face significant implementation challenges. Content moderation relies on a 

combination of artificial intelligence and human reviewers, both with limitations. AI detection 

tools struggle to keep pace with rapidly evolving deepfake technology, while the volume of 

content makes comprehensive human review infeasible.49 A 2023 study found that platform 

detection systems identified only 65% of deepfakes during controlled tests. 

Moreover, platform moderation systems exhibit notable disparities in effectiveness across 

languages and cultural contexts. Research demonstrates that non-English deepfakes receive 

significantly delayed moderation responses, creating inequitable protection standards globally. 

The reactive nature of content moderation, often responding to user reports rather than 

proactively identifying deepfakes, further limits effectiveness. 

Safe Harbour Provisions and Platform Immunity: Legal systems worldwide have established 

various forms of intermediary immunity or safe harbour provisions that limit platform liability 

for user-generated content, including deepfakes. In the United States, Section 230 of the 

Communications Decency Act provides broad immunity to platforms, stating that no provider 

or user of an interactive computer service shall be treated as the publisher or speaker of any 

information provided by another information content provider.50 This provision has 

significantly insulated platforms from legal responsibility for deepfakes posted by users. 

India's Information Technology Act contains similar provisions under Section 79, which 

exempts intermediaries from liability for third-party content provided they exercise due 

 
49 Hannah Bloch-Wehba, ‘Automation in Moderation’ (2020) 53 Cornell International Law Journal 
<https://community.lawschool.cornell.edu/wp-content/uploads/2021/03/Bloch-Wehba-final.pdf> accessed 05 
March 2025 
50 Communications Decency Act 1996 
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diligence and remove illegal content upon receiving actual knowledge.51 The European Union's 

E-Commerce Directive established a notice-and-takedown regime through Articles 12-15, 

limiting platform liability when they act expeditiously to remove illegal content upon 

notification.52 

These safe harbour provisions face mounting criticism for potentially enabling platform 

complacency regarding harmful content. Legal scholars argue that immunity regimes created in 

the early internet era are ill-suited to address contemporary challenges like deepfakes, which 

can cause immediate and irreparable harm before takedown procedures are completed.53 

CHALLENGES IN REGULATING DEEPFAKE CONTENT 

Technological Sophistication and Detection Difficulties: The technical sophistication of 

deepfake technology presents formidable regulatory challenges. Deepfakes utilise advanced 

machine learning techniques, particularly generative adversarial networks (GANs) and, more 

recently, diffusion models, which continually evolve in quality and realism.  This technological 

advancement has created an asymmetric cat-and-mouse dynamic between deepfake creators 

and detection systems. 

Detection methods rely on identifying visual inconsistencies, unnatural blinking patterns, or 

subtle compression artefacts. However, as deepfake algorithms improve, these tell-tale signs 

diminish. The emerging detection gap, where creation technology outpaces detection capability, 

represents a critical vulnerability in regulatory enforcement.  

Technical authentication solutions such as digital watermarking, blockchain-based content 

authentication, and AI-powered detection tools offer potential countermeasures but face 

implementation hurdles.  The Coalition for Content Provenance and Authenticity (C2PA) has 

developed technical standards for certifying content origin, but adoption remains limited. Legal 

 
51 Information Technology Act 2000, s 79 
52 Arno R Lodder, ‘Directive 2000/31/EC on certain legal aspects of information society services, in particular 
electronic commerce, in the Internal Market’ in Arno R. Lodder and Andrew D. Murray (eds), EU REGULATION 
OF COMMERCE (Elgar 2017) 
53 Danielle Keats Citron and Benjamin Wittes, ‘The Internet Will Not Break: Denying Bad Samaritans § 230 
Immunity’ (2017) 86(2) Fordham Law Review 401, 419-423 
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frameworks that rely exclusively on detection capabilities risk becoming ineffective as 

technology advances. 

Balancing Freedom of Speech and Regulation: Regulating deepfakes presents a complex 

balancing act between curbing harmful manipulation and preserving legitimate speech. Not all 

synthetic media are harmful, many serve artistic, educational, or satirical purposes. Overly 

broad regulations risk suppressing protected expression, including political commentary, 

artistic works, and transformative uses of media. 

Courts globally have emphasised this tension. The U.S. Supreme Court in Ashcroft v American 

Civil Liberties Union reiterated that content-based speech restrictions must satisfy strict 

scrutiny, being narrowly tailored to serve compelling state interests.54 India's Supreme Court in 

Shreya Singhal v Union of India similarly struck down overly broad restrictions on online 

speech.55 

Regulatory approaches must distinguish between harmful applications (such as non-consensual 

intimate imagery or deliberate political deception) and legitimate uses. This nuanced distinction 

requires context-sensitive assessments that pure algorithmic content moderation struggles to 

provide56. Category-specific regulations targeting the most harmful applications while 

preserving broader creative and expressive uses may offer a balanced approach. 

Enforcement and Practical Implementation Hurdles: Even well-designed legal frameworks 

face significant implementation challenges. Resource constraints limit regulatory capacity; 

detecting, investigating, and prosecuting deepfake cases requires technical expertise and tools 

that many law enforcement agencies lack. The volume of potentially harmful content further 

strains enforcement resources. 

Attribution difficulties complicate enforcement efforts. Deepfake creators often operate 

anonymously or use technical obfuscation methods like VPNs or distributed networks. 

 
54 Ashcroft v American Civil Liberties Union [2004] 542 US 656 
55 Shreya Singhal v Union of India AIR 2015 SC 1523 
56 Evelyn Douek, ‘Content Moderation as Systems Thinking’ (2020) 136 Harvard Law Review 526, 559-570. 



VINOLIA: UNMASKING DIGITAL DECEPTION: LEGAL ACCOUNTABILITY OF SOCIAL MEDIA PLATFORMS…. 

 

182 

Establishing the source of deepfake content for legal proceedings presents evidentiary 

challenges that can undermine enforcement actions. 

Remedial inadequacy represents another practical hurdle. Traditional legal remedies like 

takedown orders or monetary damages may prove ineffective once deepfake content has gone 

viral. The immediate, irreparable harm caused by convincing deepfakes may not be adequately 

addressed through post-hoc legal remedies. 

Public-private coordination gaps further impede effective enforcement. Regulatory bodies often 

lack direct access to platform data necessary for investigations, while platforms may resist 

cooperation, citing user privacy concerns. Information sharing protocols between platforms and 

law enforcement remain underdeveloped in many jurisdictions, hampering coordinated 

responses to harmful deepfakes. 

ETHICAL AND MORAL DIMENSIONS 

Right to Privacy v Right to Free Expression: The deepfake phenomenon crystallises the tension 

between privacy rights and free expression protections. This fundamental rights conflict 

requires nuanced ethical frameworks that recognise both values without subordinating either. 

Privacy interests in the deepfake context relate primarily to individual autonomy over one's 

image, voice, and representation. The non-consensual use of someone's likeness in synthetic 

media constitutes a profound privacy violation that can cause psychological harm, reputational 

damage, and dignitary injury. International human rights frameworks recognise these 

autonomy interests through provisions like Article 8 of the European Convention on Human 

Rights, which protects the right to respect for private and family life.57 

Conversely, free expression interests encompass legitimate uses of synthetic media for artistic, 

educational, satirical, and political commentary purposes. Democratic societies have long 

protected transformative uses of media that contribute to public discourse, even when such uses 

 
57 European Convention for the Protection of Human Rights and Fundamental Freedoms 1953, art 8 
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may cause discomfort or offense.58 Overly restrictive deepfake regulations risk suppressing 

these valuable expressive activities. 

Reconciling these competing interests requires contextual ethical frameworks rather than 

absolute prioritisation. The principle of proportionality offers one navigational approach, 

requiring that restrictions on either right be proportionate to legitimate aims and necessary in a 

democratic society.59 This balancing exercise should consider factors including public interest 

value, consent, potential harm magnitude, and reasonable audience expectations. 

Different categories of deepfakes may warrant different ethical balancing outcomes. Political 

and public figure contexts may justify greater free expression protections for clearly labelled 

synthetic media contributing to public discourse.60 Conversely, non-consensual intimate 

deepfakes represent such profound privacy violations with minimal countervailing expressive 

value that more categorical restrictions may be ethically justified.61 

Corporate Social Responsibility in Content Regulation: Corporate social responsibility (CSR) 

frameworks provide valuable ethical guidance for the platform governance of deepfake content 

beyond minimum legal requirements. Responsible content regulation represents a core 

component of platforms' broader social license to operate. 

Multi-stakeholder governance models exemplify responsible corporate practice in content 

regulation. Platforms should establish external advisory bodies, including affected 

communities, civil society organisations, and independent experts, to inform policy 

development and implementation. Facebook's Oversight Board, despite limitations, represents 

one step toward this model of inclusive governance.  

Human rights impact assessments should precede major policy or algorithmic changes affecting 

synthetic media management. The UN Guiding Principles on Business and Human Rights 

 
58 Hustler Magazine, Inc v Falwell [1988] 485 US 46 
59 Frank La Rue, Report of the Special Rapporteur on the promotion and protection of the right to freedom of opinion and 
expression (2011) 
60 New York Times Co v Sullivan [1964] 376 US 254 
61 Clare McGlynn and Erika Rackley, ‘Image-Based Sexual Abuse’ (2017) 37 Oxford Journal of Legal Studies 534, 
541-544 <http://dx.doi.org/10.1093/ojls/gqw033> accessed 05 March 2025 
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establish that companies should identify and assess any actual or potential adverse human 

rights impacts of their operations.62 For platforms, this includes assessing how content policies 

and algorithmic systems might affect both privacy and expression rights. 

Platforms bear responsibility for ensuring equitable protection across global markets. Research 

consistently demonstrates disparities in content moderation effectiveness between dominant 

and non-dominant languages and cultures. Addressing these protection gaps represents a 

fundamental corporate responsibility issue rather than merely a technical challenge. 

Industry collaboration constitutes another dimension of responsible practice. The development 

of shared technical standards, best practices, and cross-platform coordination mechanisms for 

deepfake response demonstrates corporate commitment to addressing societal harms beyond 

competitive interests. 

NEED FOR A ROBUST LEGAL FRAMEWORK 

Gaps in Existing Legislation: Current legal frameworks addressing deepfakes suffer from 

significant structural gaps that limit their effectiveness in the rapidly evolving technological 

landscape. Most jurisdictions rely on patchwork applications of laws designed for pre-digital 

contexts, creating inconsistent protection and enforcement. These legal gaps manifest in several 

critical areas. 

First, there exists a definitional ambiguity regarding what constitutes a deepfake for legal 

purposes. Most existing legislation fails to provide technologically neutral definitions that can 

encompass evolving synthetic media forms. This ambiguity creates enforcement difficulties and 

opportunities for evasion through technical workarounds. 

Second, intent requirements in current laws often create evidentiary hurdles. Many jurisdictions 

require proof of specific intent to deceive or harm, which can be difficult to establish in deepfake 

 
62 Guiding Principles on Business and Human Rights: Implementing the United Nations "Protect, Respect and Remedy" 
Framework (UN Human Rights Council 2012) 
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cases. This evidentiary burden becomes particularly problematic when creators operate 

anonymously or from foreign jurisdictions. 

Finally, remedial mechanisms show significant limitations. Traditional remedies like content 

removal or monetary damages fail to address the viral proliferation of deepfakes across multiple 

platforms and jurisdictions. The absence of consistent cross-platform coordination mechanisms 

further exacerbates this remedial inadequacy. 

Introducing Liability for Platforms and Content Creators: Establishing appropriate liability 

regimes for both platforms and content creators represents a critical component of effective 

deepfake regulation. A balanced approach must delineate responsibilities while avoiding 

chilling effects on legitimate expression. For content creators, a calibrated liability framework 

should distinguish between different categories of deepfakes based on their intent and potential 

harm. Enhanced penalties should apply to particularly harmful applications, such as non-

consensual intimate deepfakes or election interference, while providing safe harbours for clearly 

labelled artistic, educational, or satirical uses. 

Platform liability regimes require careful recalibration. The blanket immunity provided by laws 

like Section 230 in the US fails to create adequate incentives for proactive measures against 

harmful deepfakes.63 A modified conditional immunity approach would maintain protections 

for platforms that implement reasonable preventive measures while imposing liability for 

systemic negligence or willful blindness.64 

The actual knowledge standard for intermediary liability should evolve to include constructive 

knowledge in certain contexts. When platforms deploy algorithmic recommendation systems 

that amplify deepfake content, this active involvement should create enhanced obligations 

beyond mere notice-and-takedown. The European Court of Human Rights' reasoning in Delfi 

AS v Estonia provides a foundation for this evolved standard.65 

 
63 Danielle K. Citron and Benjamin Wittes, ‘The Problem Isn’t Just Backpage: Revising Section 230 Immunity’ 
(2018) 2(2) Georgetown Law Technology Review 
64 Olivier Sylvain, ‘Intermediary Design Duties’ (2018) 50 Connecticut Law Review 203, 240-257 
65 Delfi AS v Estonia [2015] App no 64569/09 
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Vicarious liability models offer another promising approach. Platforms that derive direct 

economic benefit from engagement with deepfake content, through advertising revenue or 

increased user engagement, could face proportionate liability for resulting harms. This approach 

aligns economic incentives with harm prevention. 

Strengthening Digital Literacy and Public Awareness: Legal frameworks alone cannot address 

the deepfake challenge without complementary educational and awareness initiatives. 

Comprehensive approaches must include digital literacy programs that equip users to identify 

and respond to synthetic media. 

Educational systems should integrate critical media literacy into core curricula from early 

education through higher learning. Finland's national digital literacy initiative, which begins in 

primary school and teaches students to identify misinformation, including manipulated media, 

provides a successful model.66 These programs should emphasise both technical indicators of 

manipulation and contextual evaluation skills. 

Public awareness campaigns should target vulnerable populations, particularly susceptible to 

deepfake deception. Research indicates that older adults and individuals with limited digital 

experience face heightened vulnerability to synthetic media manipulation. Targeted initiatives 

should address these demographic-specific vulnerabilities. 

Platforms should bear responsibility for implementing in-product educational features about 

synthetic media. Contextual labels, information panels, and user-friendly reporting mechanisms 

can enhance user awareness and agency. The Twitter (X) Birdwatch (now Community Notes) 

feature, which allows users to add context to potentially misleading content, represents one 

collaborative approach to enhancing media literacy.67 

 
66 Eliza Mackintosh, ‘Finland is Winning the War on Fake News. What It's Learned May be Crucial to Western 
Democracy’ CNN <https://edition.cnn.com/interactive/2019/05/europe/finland-fake-news-intl/> accessed 05 
March 2025 
67 Keith Coleman, ‘Introducing Birdwatch, a Community-Based Approach to Misinformation’ (Twitter Blog, 25 
January 2021) <https://blog.twitter.com/en_us/topics/product/2021/introducing-birdwatch-a-community-
based-approach-to-misinformation> accessed 04 March 2025 
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Media organisations require support in developing and implementing authentication protocols 

for visual and audio content. Initiatives like the Content Authenticity Initiative have developed 

technical standards for content provenance, but wider adoption requires policy incentives and 

industry coordination. Legal frameworks could incentivise adoption through safe harbour 

provisions for organisations implementing recognised authentication standards. 

CONCLUSION  

The proliferation of deepfake technology represents an unprecedented challenge to individual 

privacy, social cohesion, and shared reality. As this analysis has demonstrated, the dual-use 

nature of deepfakes, offering legitimate benefits while enabling novel forms of harm, 

necessitates nuanced regulatory approaches that protect against exploitation without stifling 

innovation. 

Current legal frameworks remain inadequate, characterised by definitional ambiguities, 

jurisdictional limitations, and remedial shortcomings. A comprehensive solution requires 

recalibrating platform liability regimes toward conditional immunity models that incentivise 

proactive prevention while maintaining protections for good-faith actors. Enhanced penalties 

for particularly harmful applications, such as non-consensual intimate deepfakes and election 

interference, must be balanced with safe harbours for legitimate creative and educational uses. 

Social media platforms must assume greater responsibility through improved detection 

systems, transparent content policies, and equitable global enforcement. The current disparity 

in protection across different languages and cultural contexts represents a significant ethical 

concern requiring immediate attention. 

Beyond legal and platform governance, strengthening societal resilience through digital literacy 

and public awareness campaigns is essential. Educational initiatives must focus not only on 

technical detection skills but also on developing critical evaluation frameworks applicable 

across media types. 

Ultimately, the deepfake challenge requires multistakeholder collaboration, engaging 

policymakers, platforms, civil society, and technical experts in developing coordinated 
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responses. The preservation of informational integrity in democratic societies depends on our 

collective ability to establish appropriate boundaries around synthetic media creation and 

distribution while safeguarding legitimate expression and innovation. 

As deepfake technology continues to evolve, our regulatory and educational responses must 

similarly advance, maintaining the delicate balance between harm prevention and beneficial 

application of these powerful new tools. 

 


